Predicting Daily Physical Activity in a Lifestyle Intervention Program
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Abstract. The growing number of people adopting a sedentary lifestyle these days creates a serious need for effective physical activity promotion programs. Often, these programs monitor activity, provide feedback about activity and offer coaching to increase activity. Some programs rely on a human coach who creates an activity goal that is tailored to the characteristics of a participant. Throughout the program, the coach motivates the participant to reach his personal goal or adapt the goal, if needed. Both the timing and the content of the coaching are important for the coaching. Insights on the near future state on, for instance, behaviour and motivation of a participant can be helpful to realize an effective proactive coaching style that is personalized in terms of timing and content. As a first step towards providing these insights to a coach, this chapter discusses results of a study on predicting daily physical activity level (PAL) data from past data of participants in a lifestyle intervention program. A mobile body-worn activity monitor with a built-in triaxial accelerometer was used to record PAL data of a participant for a period of 13 weeks. Predicting future PAL data for all days in a given period was done by employing autoregressive integrated moving average (ARIMA) models on the PAL data from days in the period before. By using a newly proposed categorized-ARIMA (CARIMA) prediction method, we achieved a large reduction in computation time without a significant loss in prediction accuracy in comparison with traditional ARIMA models. In CARIMA, PAL data are categorized as stationary, trend or seasonal data by assessing their autocorrelation functions. Then, an ARIMA model that is most appropriate to these three categories is automatically selected based on an objective penalty function criterion. The results show that our CARIMA method performs well in terms of PAL prediction accuracy (≤9% mean absolute percentage error), model parsimony and robustness.
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Introduction

An active lifestyle has large beneficial effects on people’s mental and physical health [1]. Both the engagement in intense physical activity (e.g., endurance sports or strength exercises) and the engagement in various types of brief, low to moderately
intense, everyday physical activities (e.g., walking) contribute to a better mental and physical health [2]. Nevertheless, a growing number of people worldwide fails to meet the recommended levels of physical activity to maintain good health. An inactive lifestyle has been associated with health problems such as obesity, diabetes and cardiovascular disease and hence a reduction in quality of life. These health problems result in a significant burden to the healthcare system [3]. As a consequence of this worrisome situation, the development of effective physical activity intervention programs has become a major focus area [4][5]. For participants of these programs, the provision of feedback on activity level against personal targets has proven to be highly important for staying motivated and attaining goals [5][6]. To track activities of the participants, a mobile body-worn triaxial accelerometer is often used. It is an inexpensive, effective and feasible device with minimal discomfort to the participant and tracks activity by measuring acceleration of body movements [7][8][9][10][11]. The relationship between energy expenditure due to physical activity and body acceleration measured by such a triaxial accelerometer has been evaluated under various controlled and free-living conditions [7][8][12][13]. These studies demonstrated the validity and usefulness of a triaxial accelerometer to measure daily physical activity.

Many physical activity intervention programs have failed to be effective in realizing significant and sustainable changes in activity behaviour [14][15]. They rely on mass intervention by providing a generic solution for the entire participant base that does not accommodate individual differences within variables underlying behaviour change. In contrast to mass interventions, individual one-to-one behaviour change interventions by a human coach are often more effective. The main reason is that a human coach has insight into the participant’s performance and characteristics and can provide feedback and support regarding specific motivational dips or barriers that the participant encounters. In this way, the coach can employ a personalized approach to optimize behaviour change by, for instance, setting and adapting individual targets for the participant, providing participant-relevant feedback and adjusting interaction mode to the participant preferences. However, human coaching support can be labour intensive, which limits the number of participants that a human coach can reach. To increase the coach’s reach, we propose to provide the coach with insightful information about a participant’s performance by predicting his near-future activity levels. In particular, we introduce a modelling technique that predicts the most likely next-period daily physical activity level (PAL) of a participant from his past physical activity patterns. Such information can be helpful for a coach to provide effective coaching in terms of timing and content. For example, when it is likely that a participant will fail to reach a personal target for the next week, a proactive human coaching intervention can reach a participant immediately before the target is actually missed, for instance, by sending an additional motivational trigger or by lowering the target.

For predicting future PAL data, we use autoregressive integrated moving average models (ARIMA) also well-known as the Box-Jenkins methodology for time series data analysis [16]. Unfortunately, this method takes an unacceptably long computation time due to the need of repeatedly choosing the most appropriate model from a large number of candidate models. Therefore, we applied a categorized ARIMA (CARIMA) method in which the times series under study are classified in one of three categories (i.e., stationary data, trend-wise data and seasonal data). Then, the most appropriate model for each category is chosen beforehand instead of computed from a pool of
candidate models. The parameter estimation of the models is based on the maximum likelihood (ML) method via a Kalman recursion [17].

The remainder of the chapter is organized as follows: Section 1 presents some related work and possible extensions of the work. Section 2 presents the data collection. The ARIMA method is explained in Section 3. Section 4 discusses the results of the ARIMA modeling and prediction. Conclusions are provided in the final section.

1. Related work

The Box-Jenkins method has already been widely used in a number of other areas such as economic time series forecasting [18][19], ecological and weather prediction [20][21], medical monitoring [22][23], traffic flow prediction [24], and also physical activity recognition [25]. Generally, the application of ARIMA models is mostly focused on predicting a single univariate time series. For multi univariate series, an automatic method has been developed [27][28].

Besides providing insightful information to a coach in a physical activity intervention program, the proposed work can also be applied in telecare or home telemonitoring services. In these healthcare services, elderly patients or those with chronic conditions are helped to maintain their independence and continue living in their own homes by means of communication technologies. For instance, event prediction is a crucial element for providing high-quality telecare. In the case of telemonitoring chronic health failure patients, a timely prediction of a worsening patient condition based on daily measurements of body weight, heart rate and blood pressure is essential to prevent re-hospitalizations or any critical situation. In the case of a senior wandering service, analysis of urban dwelling behaviour of cognitively impaired elderly using GPS data is essential to track outdoor mobility of these elderly.

Lastly, data from a single tri-axial accelerometer measuring human physical activity also allow for automatic classification of typical daily physical activities such as walking, running, cycling or driving [26]. This helps participant and coach to effortlessly link activity patterns with a type of activity.

2. Data Collection

In a lifestyle physical activity intervention program, participants were provided with a Philips DirectLife activity monitor containing a built-in triaxial accelerometer to measure the acceleration data of their activities performed throughout the day. This device is a small (3.2 x 3.2 x 0.5 cm), light-weight (12.5 g) instrument (see Figure 1). It is waterproof up to 30 meters depth, and has a battery life of 3 weeks and an internal memory that can store data for up to 22 weeks. The device can be worn on the chest with a key cord, on the waist, or in the trouser pocket in an arbitrary orientation. The features of the device have been designed to enhance unobtrusiveness of wearing and to reduce the interference of the monitoring system with spontaneous activity behaviour. During the monitoring period, the activity monitor was connected several times to a personal computer, using Universal Serial Bus (USB) communication, and the recorded data were uploaded, processed and stored using dedicated software.

2 URL: http://www.directlife.philips.com/
The output of the activity monitor is expressed as activity counts per minute, which are the running time summations of absolute output values from the three uniaxial accelerometers in the device. Consecutive counts were summed to arrive at counts per day. By using the correspondence between activity counts and total energy expenditure, daily Physical Activity Level (PAL) data values are calculated using a linear regression model on activity counts and a measure for basal metabolic rate corrected for age, height and body mass [7][8].

The physical activity intervention program was primarily enrolled at different locations in the Netherlands throughout the year with a high participation in the months November, December and January. Each participant in the program, which lasted 13 weeks, took part in one assessment week and 12 intervention weeks. During the assessment week, participants learned to use the activity monitor and completed personal data (e.g., age, gender, weight). The PAL data monitored during the assessment week serve as a baseline on the basis of which a personal activity goal was set to work towards, during the 12 weeks of the program. In total, there were 91 (13×7) days in which participants wore the device. Each day consisted of a data point containing the PAL value accumulated over an entire 24 hour day of a participant in the program. All data were stored in a database.

In total, 950 participants were recruited for participation in the physical activity intervention program. For the majority of the adult population, daily PAL data lie between 1.2 and 2.5 [30]. A daily PAL around 1.2 corresponds to a sedentary activity level. A PAL below 1.2 indicates that the activity monitor was not been worn that day. A PAL higher than 1.7 corresponds to a healthy activity level. A PAL higher than 2.5 corresponds to a vigorous activity level. An extremely high level of physical activity leads to a PAL value as high as 4.5, but this level of activity is only achieved in extreme situations (e.g., professional sports) [29]. In this study, we treated the extremely low and extremely high PAL values (outliers: PAL<1.2 or PAL>5) as missing data. Outliers and missing data are generated by non-modeled mechanisms such as not wearing the activity monitor, a flat battery, monitor noise or other disturbances. They can lead to ARIMA model misspecification and bad prediction performance. Therefore, the database was cleaned up by removing all time series contaminated with missing data (and outliers). Of a total of 950 time series, 227 were kept for further study. The impact of noise and missing data on ARIMA prediction accuracy is treated separately (in Section 2.3) in a systematic fashion.
3. ARIMA Method

In this study, ARIMA models were used to fit the observed daily PAL data and to make a prediction on future PAL data. To this end, an ARIMA method consists of a procedure for modeling and for prediction. In addition, the robustness of the fitted ARIMA models on noise and missing data is also important for prediction purposes and will be evaluated accordingly.

3.1. ARIMA Modeling

The ARIMA modeling aims at constructing the most appropriate model to fit observed data. A general ARIMA model can be structurally classified as the form of ARIMA\((p,d,q)(P,D,Q)_S\) models [16]. The model can be written as below

\[ \phi(B)\Phi(B^S)(1-B)^d(1-B^S)^D y_t = \Theta(B)\Theta(B^S)\varepsilon_t \]  
(1)

\[ \phi(B) = 1 - \phi_1 B - \phi_2 B^2 - \ldots - \phi_p B^p \]  
(2)

\[ \theta(B) = 1 - \theta_1 B - \theta_2 B^2 - \ldots - \theta_q B^q \]  
(3)

\[ \Phi(B^S) = 1 - \Phi_1 B^s - \Phi_2 B^{2s} - \ldots - \Phi_P B^{Ps} \]  
(4)

\[ \Theta(B^S) = 1 - \Theta_1 B^s - \Theta_2 B^{2s} - \ldots - \Theta_P B^{Ps} \]  
(5)

where the symbols used are defined as follows:

\( y_t \): data point at time \( t \)
\( \varepsilon_t \): the independent, identical, normally distributed residual at time \( t \)
\( B \): backward shift operator, where \( B^t y_t = y_{t-m} \)
\( p \): order of non-seasonal autoregressive (AR) terms
\( d \): order of non-seasonal differencing
\( q \): order of non-seasonal moving average (MA) terms
\( P \): order of seasonal autoregressive (SAR) terms
\( D \): order of seasonal differencing
\( Q \): order of seasonal moving average (SMA) terms
\( S \): seasonal order.

The ARIMA modeling process consists of identification, model estimation and order selection, diagnostic checks and residual analysis.

- Identification

The orders of the ARIMA models need to be determined to ensure that the selected model fits the observed PAL time series best. In the ARIMA models, the non-seasonal differencing and the seasonal differencing are crucial to remove the trend and seasonality of the time series (i.e., to achieve stationarity). The selection of the orders \( d \)
and \( D \) can be made by tentatively identifying the stationarity and seasonality of the observed data. A stationary time series has a mean and a variance that are constant over time. A non-stationary series has either a trend upwards or downwards or fluctuates over different levels. In practice, an approximately stationary assumption is sufficient rather than a strictly stationary one. Seasonality is yet another general pattern that can be observed in the data. Intuitively, a seasonal series means that the data behaves periodically. The periodicity of our daily PAL time series is assumed to be seven days as we expected weekly behaviour in physical activity. First-order non-seasonal differencing \((d=1)\) and seasonal differencing \((D=1)\) can effectively remove the trend and the seasonality of the data [31]. The use of higher differencing orders may result in over-differencing the data. In this study, the analysis of autocorrelation function (ACF) was used to identify the time series as being a stationary, a trend-wise or a seasonal time series. Considering the observations \( y_1, y_2, \ldots, y_n \), the autocorrelation at lag \( k \) is

\[
\rho_k = \frac{\sum_{t=k+1}^{n} (y_t - \bar{y})(y_{t-k} - \bar{y})}{\sum_{t=1}^{n} (y_t - \bar{y})^2}
\]

where \( \bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \), \( n \) is the sample size. If the ACF magnitude of a time series cuts off or dies down fairly quickly as \( k \) increases, then this series is considered to be stationary. Otherwise, if the ACF of a series dies down slowly, it is considered to be non-stationary. Besides, if the ACF of a series has spikes at specific lags, it is considered to be seasonal. Figures 2, 3 and 4 show typical examples of a stationary, a trend-wise and a seasonal time series and their ACFs. One would expect that trend and seasonal components coexist in physical activity time series over twelve weeks. For instance, a person can steadily improve his activity levels but still follow a consistent week routine. We did not observe these patterns in the current data set.

![Figure 2. The plots of daily PAL times series that demonstrates stationary behaviour over 91 days (left-hand side) and its corresponding ACF (right-hand side).](image-url)
Figure 3. The plots of daily PAL time series that contain a down-ward and up-ward trend over 91 days (left-hand side) and its corresponding ACF (right-hand side).

Figure 4. The plots of daily PAL time series containing a seasonal (weekly) trend (left-hand side) and its corresponding ACF (right-hand side).

In order to examine the stationarity and the seasonality of a time series quantitatively and automatically rather than to inspect them visually, the \( t_{\lambda} \) statistic can be calculated

\[
t_{\lambda} = \frac{\rho_k}{s_{\rho_k}}
\]

where the standard error of \( \rho_k \) is

\[
s_{\rho_k} = \left[ (1 + 2\sum_{j=1}^{k-1} \rho_j^2) / n \right]^{1/2}
\]

<table>
<thead>
<tr>
<th>Lags</th>
<th>Critical Absolute ( t )-values in ACF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non-seasonal logs</strong></td>
<td></td>
</tr>
<tr>
<td>Low (1,2,3)</td>
<td>1.6</td>
</tr>
<tr>
<td>Other non-seasonal</td>
<td>2.0</td>
</tr>
<tr>
<td><strong>Seasonal logs</strong></td>
<td></td>
</tr>
<tr>
<td>Exact seasonal (S, 2S, 3S)</td>
<td>1.25</td>
</tr>
<tr>
<td>Near &amp; half seasonal</td>
<td>1.6</td>
</tr>
<tr>
<td>Other logs</td>
<td>2.0</td>
</tr>
</tbody>
</table>
For identifying significant spikes at lags of an ACF automatically, various critical absolute $t$-values are suggested [31]. Table 1 indicates the spike identification to examine stationarity and seasonality in an ACF. Alternatively, the Augmented Dickey-Fuller (ADF) unit root test [32] can be utilized to identify the stationarity and seasonality of a given series.

• Model Estimation and Order Selection

In this study, the well-known recursive algorithm, Kalman filtering [17], was applied to the observed PAL time series data for model estimation. In this so-called state space model, the filtered state is the predicted state. Considering the observations $\{y_1, y_2, \ldots, y_t\}$, the Kalman recursion aims at searching for optimal values $\theta_t$ at point $t$. The fitting residuals $e_t$ and their variances $F_t$ are of particular interest. The Kalman recursion process consisted of two groups of equations: the observation equations and the state updating equations. The observation equations are responsible for incorporating a new incoming observation into the estimate and the state updating equations (unobserved) are responsible for updating the current state and residual variances estimates to obtain the fitted values in the next time step. Details of Kalman recursion for ARIMA models are provided elsewhere [33][34].

The unknown initial elements of the unobserved state of the state space model include the initial disturbances of different components, the initial state mean value and its variance at time $t=1$. They were defined by using diffuse initialization method [35]. In addition, the ARIMA models normally contain two or more parameters (hyper-parameters) such as the autoregressive and moving average coefficients. The maximum likelihood estimation (MLE) was used to optimize these parameters iteratively. In this case, a log-likelihood function was constructed and the value of it was maximized by minimizing the residuals and their variances simultaneously [35].

In order to select the most appropriate model for a specific series, the orders of the AR, MA, SAR, and SMA processes should be determined. Models with a too high order (i.e., $p, q, P$ and $Q$) result in over-fitting the data. In practice, $p$, $q$, $P$ and $Q$ are equal to or less than 2 [36]. The seasonal order $S$ was assumed to be 7 (i.e., reflected weekly periodicity). The objective penalty function criteria such as Akaike Information Criterion (AIC) [37] and Schwarz’s Information Criterion (SIC) [38] are most widely used in the order selection for ARIMA models. These criteria try to find a trade-off between the goodness-of-fit and the parsimony of the models. The SIC is defined as

$$SIC = -2 \cdot \ln(L)/n + k \cdot \ln(n)/n$$  \hspace{1cm} (9)$$

where $L$ is the likelihood function of the ARIMA model, $k$ is the number of parameters to be estimated (i.e., $k=p+q+P+Q+1$), and $n$ is the number of observed data points. For a small or moderate sample size, SIC performs better than AIC in order selection of ARIMA models [39][40]. Compared to AIC, SIC penalizes the number of parameters more heavily and focuses more on model parsimony, which effectively decreases the possibility of over-fitting. Initially, in this study, all possible 144 candidate models encompassing models until ARIMA(3,3,3)(2,D,2) were involved in model selection. However, the results show that 99% of the time series have the best fit by ARIMA models that encompass orders until (2,d,2)(1,D,1) using SIC. Therefore, only 36 candidate ARIMA models with a maximum order (2,d,2)(1,D,1) are tested under SIC for model selection.
• **Diagnostic Checking and Residual Analysis**

The residuals \( r = \{r_1, r_2, \ldots, r_n\} \) of the prediction need to be uncorrelated. To check for this, the rescaled residuals (i.e., standardized residuals) are defined as

\[
r_i = \frac{e_i}{\sqrt{F_i}}
\]

where \( e_i \) is the fitting residual and \( F_i \) is the residual variance at time \( t \). The standardized residuals from an ARIMA fitting process should be uncorrelated and normally distributed.

Serial correlation in the residuals means that the model is inadequate. There are several statistical tests to check for correlation. The Ljung-Box \( Q \) test [41] is a widely-used test based on the ACF of the residuals. The \( Q \) statistic is

\[
Q = n(n+2)\sum_{i=1}^{h} (n-L)^{-1} \rho_i^2
\]

where \( n \) is the data sample size, \( \rho_i \) is the autocorrelation of the residuals at lag \( i \), and \( h \) is the number of lags being tested. The choice of \( h \) is arbitrary and is normally set at 10 [35]. For a significance level of 5% (i.e., the probability of a Type I error), the assumption of uncorrelation is rejected if \( Q \) is larger than \( \chi^2_{[35]} \) (df), the critical value of chi-square distribution [42] with df degrees of freedom.

The fitting performance of the models can also be compared by the criterion of residual measures. We used the mean absolute relative residual (MARR), which is usually used, to measure and quantify the quality of fit,

\[
MARR = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{r_i}{y_i} \right|
\]

3.2. Prediction

The ARIMA modeling aims at choosing the most appropriate model for a specific PAL time series based on in-sample fitting. During the modeling process, the parameters and orders were automatically updated with every incoming new observation. In practice, once a model has been chosen, it should be used to predict future data, preferably using out-of-sample data to assess the prediction performance. Take the seasonal PAL time series in Figure 4 as an example. Assume that 70 data points in 10 weeks (including the assessment week) are observed. The modeling period of 70 days and prediction period are indicated in Figure 5. The automatic order selection method based on a penalty function criteria for the ARIMA models has been frequently used [27][28]. This automatic-order-selection ARIMA (AOS-ARIMA) method searches for the best model for each individual time series evaluating 36 candidate models; this is computationally intensive. Another method applies only one single model with specific AR, MA, SAR, and SMA orders for all the time series. However, this single ARIMA (Single-ARIMA) method may choose the model apriori that has the best fit with the majority of categories of stationarity, trend and seasonality. We propose a categorized ARIMA (CARIMA) method by using the most appropriate model that best fit one of the categories. The advantages of the CARIMA include low
computational intensity and good quality of fit for the different PAL time series categories.

The out-of-sample one-step-ahead prediction (1-SAP) provides a prediction of the PAL value for the next day. To assess the prediction accuracy, we use the measure of mean absolute percentage error (MAPE),

$$MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{e_i}{y_i} \right|$$

where $n$ is the sample size, $e_i$ is the prediction error and $y_i$ is the actual observation at time $t$.

![Image](image.png)

Figure 5. Predicting a (seasonal) PAL time series from 70 observed data points.

3.3. Model Robustness

The robustness of a prediction model is important for real applications because data in practice contains noise, missing values and outliers. In the areas of economics, ARIMA models have proven to be robust [43]. However, for the PAL data, the robustness of the models on noise, missing values, and outliers needs to be assessed.

The noise of the PAL data mainly comes from the background environment and the device itself during usage. Hence, the noise can be considered as additive white Gaussian noise (AWGN). Since we transformed the outlier problem into a missing value (see Section 1), we will not address outliers. In the database, approximately 11.6% of the PAL data points were missing for each time series on average. The missing data made the model identification and parameter estimation difficult during the ARIMA modeling. In this study, a mean substitution approach was applied to deal with incomplete data; this approach simply pads the mean of all non-missing values when calculating the ACF of the data [44]. During the prediction procedure, the missing data were treated as predictions in the same way [35]. In estimating the parameters by computing the log-likelihood function in the Kalman recursion, the value of the residual was simply set to zero when the corresponding observation was missing.
4. Results and Discussion

The ACFs of the PAL data were identified and the results show that the percentage of stationary series amounts to ~83% (188 out of 227) in the clean dataset, whereas the percentages of trend and seasonal time series are ~4% (10 out of 227) and ~13% (29 out of 227), respectively. This means that the majority of the series are considered stationary. The 36 ARIMA models encompassed by a (2,d,2)(1,D,1) model have been applied to fit the data. The ARIMA(1,d,1)(0,D,0) model was used to compare average SIC statistics over all series. This latter model was chosen because of its best overall fit for the stationary series. In Table 2, the best models are ranked for the stationary, trend and seasonal series according to their average SIC statistics. As shown in Equation 9, SIC tries to establish a trade-off between low residuals and model parsimony.

The CARIMA method proposed that the highest ranked model should be applied for the series in each category. This results in the (1,d,1)(0,D,0), (0,d,1)(0,D,0) and (1,d,0)(0,D,1) models for the stationary, trend and seasonal series, respectively. Table 3 compares the fitting performances of the three methods in terms of MARR. It shows that the AOS-ARIMA method performed the best in fitting accuracy but it is the highest in computational intensity (implemented in Matlab®). The other two methods take significantly less computation time than the AOS-ARIMA method. In addition, CARIMA achieved lower average MARR than Single-ARIMA for the 227 PAL time series in this study.

In order to test for significant effects in the MARRs, we employed the student’s t-test for each two methods. The null hypothesis states that there is no difference between the two methods. The t-test statistic for the 227 MARRs by using AOS-ARIMA and CARIMA methods was calculated to be 2.84, which is larger than $t_{0.05,452}$ = 1.96, the 5% critical value with the degree of freedom (df) of 452. The null hypothesis should be rejected in favour of the alternative hypothesis: there is a significant difference between the means of the two methods. Similarly, the t-test statistic of 2.90 calculated from the MARR values by using CARIMA and Single-ARIMA methods also indicates a significant difference. As a conclusion, the use of the CARIMA method largely reduces computation intensity to fit the data with a little loss in its fitting accuracy (~0.1%), in comparison with the AOS-ARIMA method.

| Table 2. Top 3 ARIMA models ranked by the average SIC over the series of the stationary, trend and seasonal categories. |
|---|---|---|---|
| **Model** | **Stationary series** Average SIC | **Trend series** Model | **Seasonal series** Model | **Average SIC**  |
| (1,d,1)(0,D,0) | 0.3210 | (0,d,1)(0,D,0) | 0.3359 | (1,d,0)(0,D,1) | 0.0551 |
| (1,d,1)(0,D,0) | 0.2656 | (0,d,1)(1,D,0) | 0.4896 | (0,d,0)(0,D,1) | 0.0550 |
| (1,d,2)(0,D,0) | 0.2410 | (0,d,2)(0,D,0) | 0.4785 | (0,d,1)(0,D,1) | 0.0498 |

| Table 3. Overall performance comparison of the in-sample fitting of the three methods used. |
|---|---|---|
| **Method** | **Average MARR (±SD)** | **Average Computation Time** |
| Single-ARIMA | 8.9% (±2.8%) | 0.5s |
| AOS-ARIMA | 8.5% (±2.7%) | 39.3s |
| CARIMA | 8.6% (±2.8%) | 0.6s |
Figure 6 shows that for the stationary and trend series, the CARIMA and Single-ARIMA methods performed similarly and almost as well as the AOS-ARIMA method. However, for the seasonal series, the fitting performance of Single-ARIMA method becomes worse than the other two methods. In addition, the fitting performance of the trend and seasonal series are better than the fitting performance of the stationary series.

![Figure 6. Average MARRs (%) of the data fitting for the stationary, trend and seasonal PAL series by using Single-ARIMA (black bars), AOS-ARIMA (dark gray bars) and CARIMA (light gray bars) methods.](image)

The diagnostic checks, for examining whether or not the applied model accurately represented the underlying process in the observed time series, revealed that residuals were indeed serially uncorrelated in 211, 199 and 176 of the 227 cases when using AOS-ARIMA, CARIMA and Single-ARIMA methods, respectively. Thus, the AOS-ARIMA selected the best fit model for the series and achieved the highest number of serially uncorrelated residuals. The CARIMA method achieves a slightly lower number of uncorrelated residual cases. The Single-ARIMA performed worse in this respect.

![Figure 7. Average MAPEs (%) of multiple-step-ahead predictions by using CARIMA method.](image)
During the prediction process, the data of the assessment week were assumed to be known. The out-of-sample 1-SAP errors show similar results as the in-sample fitting residuals (see Table 4): the CARIMA method is preferred because of its high prediction performance and computation simplicity. Table 5 shows that the predictions for the trend and seasonal series were more accurate than those for the stationary ones. For the purpose of evaluating the performance of multiple-step-ahead prediction (M-SAP) with the CARIMA method, we plotted the errors (MAPEs) up to the 14-SAP (i.e., the future two weeks) in Figure 7. The models performed well in M-SAP (with an accuracy of <0.7% decline of the 14-SAP compared with that of the 1-SAP).

Table 4. Overall performance comparison of the out-of-sample predictions by using the three methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Average MAPE (±SD)</th>
<th>Average Computation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-ARIMA</td>
<td>9.2% (±3.5%)</td>
<td>0.4s</td>
</tr>
<tr>
<td>AOS-ARIMA</td>
<td>9.0% (±2.9%)</td>
<td>26.5s</td>
</tr>
<tr>
<td>CARIMA</td>
<td>9.1% (±3.1%)</td>
<td>0.5s</td>
</tr>
</tbody>
</table>

Table 5. Out-of-sample prediction performances of the three categories by using CARIMA method

<table>
<thead>
<tr>
<th>Category</th>
<th>Average MAPE (±SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stationary series</td>
<td>9.3% (±3.3%)</td>
</tr>
<tr>
<td>Trend series</td>
<td>7.9% (±1.5%)</td>
</tr>
<tr>
<td>Seasonal series</td>
<td>8.6% (±2.5%)</td>
</tr>
</tbody>
</table>

To test for robustness of the models, the data were noised by introducing AWGN. As the database has been cleaned, we manually substituted data points with so-called missing values. Figure 8 gives the plots of various signal-to-noise ratios (SNR) and various percentages of missing values versus prediction performance (average 1-SAP MAPE). The average MAPE of the noisy data is still under 10% when the SNR of the noisy data is 15dB. In addition, when we introduce 12% missing values in our time series, there is still a low mean MAPE of about 10%. Therefore, in this study, the CARIMA models are found to be robust to PAL data contaminated with noise and missing values.

Figure 8. Prediction performances (average 1-SAP MAPE) of PAL time series data under various signal-to-noise ratios (left-hand side) and with varying percentage of missing values (right-hand side).
5. Conclusion

The results presented in this chapter demonstrate the feasibility of rather precise predictability of human physical activity behaviour. The prediction of physical activity data was studied in the context of a lifestyle intervention program. Daily physical activity data of a large number of program participants were collected by a body-worn activity monitor with a built-in single triaxial accelerometer. ARIMA models were employed to predict physical activity in future weeks based on past data from previous weeks. The model estimation was done via a Kalman recursion. Subsequently, the CARIMA method was employed to select the orders of the model. This led to a large reduction in computation time needed with only a minor decline in prediction accuracy in comparison to the traditional, automatic-order-selection ARIMA method. Using CARIMA, MAPEs of 9.3%, 7.9% and 8.6% were achieved for the stationary, trend-wise and seasonal series in the data set, respectively. The CARIMA prediction models were shown to be robust against noisy data (with AWGN at SNR=15dB) and missing values (at a level of 12%). The high precision prediction of near future physical activity of participants in a lifestyle intervention program opens opportunities for timely personalized coaching. It provides insight into future goal achievement and may be indicative of changes in motivation levels. These predictions can be helpful for coaches to optimize the content and timing of their coaching, thereby enabling them to offer more personalized and effective coaching support.
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Behaviour Monitoring and Interpretation - BMI

The notion of well-being is one which is crucial to many aspects of our daily lives. In addition to providing one of the cornerstones to a healthy lifestyle, the concept of well-being extends to the selection of the type of environment we live in, our interaction with other people and the things we do to realize our plans for the future. Well-being is so intrinsic to our daily lives that it plays a fundamental role at all times and in all places, so it is important that it is taken into account when designing the ubiquitous computing technologies which pervade our lives nowadays.

This book contains the papers presented at the 2009 Behaviour Monitoring and Interpretation (BMI) workshop, third in the annual series launched in 2007, and co-located with the German conference on Artificial Intelligence. The focus of the 2009 workshop on the topic of well-being reflects the significant interest in this area of research, and the book offers state-of-the-art contributions in the application area of well-being from diverse disciplines such as engineering and philosophy.

This overview of a wide range of research projects will be of interest to researchers and developers whose work necessitates a consideration of well-being, either as part of the task of implementing current applications or of designing the systems of the future.